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6.1 Introduction
Treatment planning is an optimisation problemwhich can be approached in one of twoways: as a forward
problem or as an inverse problem:

• For a forward problem, given a set of specified initial conditions such as the position of the trans-
ducer, phase, amplitude and duty cycle, the fields are simulated. Based on the outcome from these
simulations, the operator may decide to proceed with a treatment. This is applicable in cases for
which there are no significant organs at risk during the treatment.

• In more complicated cases, treatment planning may take the form of an inverse problem. In this
case an intended outcome which delivers the dose at the planned treatment volume while sparing
healthy surrounding tissue is defined, and an algorithm will seek to discover the initial set of con-
ditions, such as phase, amplitude duty cycle, exposure duration, which produce a solution very
close to the desired outcome. Inverse problems can be solved either directly or indirectly through
an iterative process.

For both forward and inverse planning, as stated above, the principle challenge is the simulation
of the desired field. In many applications, this requires the computation of acoustic, thermal and (in-
tended) dose models. However, for some, such as those in which the propagation of the acoustic field
is nonlinear, solving the inverse problem directly may be not tractable. In this case, treatment planning
may require an iterative method, involving the repeated computation of a large number of solutions un-
til convergence close to the desired solution is reached. This places further computational demands on
treatment planning.

Thus, the computational cost of performing simulations is important. However, as will be described
in this chapter, the implementation of the most appropriate numerical method to model the acoustic,
thermal or intended dose field is highly dependent on the application.
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Motion compensation1, segmentation and registration algorithms2, propagation through bubbly
media3 and the numerical modelling of cavitation or drug delivery4 are beyond the scope of this chap-
ter, and the reader is referred to the more detailed texts referenced. Instead, this chapter will describe
the various models which may be used to model the acoustic, thermal and dose fields, outlining the
assumptions employed and how these appropriate the assumptions are in differing clinical contexts.

In the absence of temperature-dependent changes in material properties5, or boiling bubbles (which
lead to enhanced local absorption)6,7 the acoustic field is independent of any thermal effects. Thus, once
the acoustic field has been computed, the thermal field can be computed without a need to update the
acoustic field. This reduces the computational demands significantly. However, even allowing for such
assumptions, the acoustic field is more computationally demanding than the thermal field, which in
turn is more computationally demanding than the ‘dose’ field, such as that described by the cumulative
equivalent minutes formulation (see later)8. The thermal simulations are less computationally demand-
ing than the acoustic simulations because the spatial resolution required to compute the thermal field
accurately is far lower than that for the acoustic field. The dose field is often simply post-processed from
the thermal field. That is, quantities which have been computed from differential equations are simply
computed using a simple algorithm which does not require any spatial or temporal information. This
chapter will therefore primarily focus on methods for solving acoustic equations which are appropriate
for a number of different clinical applications. The governing equations for acoustic, thermal and dose
formulations are presented and the limitations discussed, as well as consequent clinical implications.
The range of numerical implementations for linear and nonlinear equations are then outlined, and their
limitations presented in the context of specific clinical implementations.

6.2 Current State of the Art and Challenges
The pipeline for treatment planning and delivery for external beam therapies can be summarised as
follows:

1. Preclinical image acquisition: this may beMRI, CT, and X-ray.Markers that allow the patient to be
registered against the images on which treatment planning is performed during treatment ensure
that the target can be registered to the planning image in order to deliver the treatment to the
intended location.

2. Motion of target is acquired on a different time-scale as the planning images.
3. Image segmentation9: in which the preoperative images are partitioned into segments so that or-

gans and objects of interest (e.g. tumours) can be identified. At its most basic level, segmentation
can be performed by thresholding data and then associating each region with a tissue type based
on a table of values.

4. Identification of planned treatment volume, gross tumour margin and Organs at Risk, such as
spinal column, significant vascular, nerve or lymphatic structures, healthy tissue etc.

5. Treatment planning: in which output is position and settings of therapy head, such as phase and
amplitude of elements, which ensures the intended dose is delivered to the planned treatment
volume, while sparing the organs at risk.

6. Registration of target to therapy head to ensure correct positioning for treatment delivery accord-
ing to the treatment plan.

7. Treatment delivery and monitoring. It is necessary that any intra-operative imaging system clearly
delineate the target region, identify any objects within the beam path which may adversely affect
delivery (such as bowel gas) and identify the focal region with the target region.
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FIGURE 6.1 Targeting of periosteal nerves for pain palliation using MR-guided therapy10
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FIGURE 6.2 Schematic of simulation pipeline.

There have beenmany clinical studies into a range of applications of image-guided therapeutic ultra-
sound, yet in all reported cases treatment11–13 planning consists of using the imaging system to locate the
focus through a series of targeting shots to ascertain the correct position14,15. For ultrasound-guided sys-
tems the therapeutic transducer has a central aperture in which a diagnostic probe is confocally placed.
The position of the focus can then be overlaid on top of the images. For MR-guidance T2-weighted fast
spin echo images are used to locate the focus. Pulkkinen16 states that the location of the focus was de-
termined by low power sonications and then the sonications were repeated with increasing power until
the desired temperature was reached. After locating an initial focal region and providing a treatment
volume, planning software may determine a set of sonication locations to cover the treatment volume.
This processed is detailed in Scherrer et al.17,18, in which the optimisation problem is formulated as two
sub-problems: the ideal location of the transducer and the location of the individual focal volumes.

The treatment of the entire volume requires an optimisation routine to ensure complete coverage19.
If it assumed that the dose delivered is a spheroid or ellipsoid there are many algorithms to ensure com-
plete coverage. Rather than assume that the focal volume will always be ellipsoidal, Fedewa et al.20 pre-
computed a number of typical focal volumes, described as a lesion library, at various powers through
inhomogeneous tissue for treatment planning in prostate therapy.

Another factor which influences the size of the lesion is the sequencing of the lesions. In order to
assure a uniform dose and avoid distortions in the focal volume due to changes in material properties in
the beam path, treatment is usually performed from the furthermost plane to the nearest21.

The selection of the scanning path so that the tumour volume is treated as fast as possible while
temperature rise in healthy tissue is minimised would increase the efficiency of ultrasound surgery. Ma-
linen et al.22 developed a computationally efficient method which optimised sequencing, based on opti-
mal control theory using a quadratic cost criteria to obtain the desired thermal dose in the target region.
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The authors showed that treatment times as well as the total applied energy can be decreased from 16%
to 43% in comparison to standard sonication sequences.

Asmentioned, although treatment planning for therapeutic ultrasound sharesmany similarities with
that for other external beam therapies, the physicalmechanisms that come into play in dose delivery, such
as thermal and mechanical mechanisms, are different from those due to ionising radiation, and lead to
different challenges. The following sections describe some of the challenges, how they affect treatment
planning and the techniques which have been proposed to overcome them.

6.2.1 Motion Management

One characteristic feature of therapeutic ultrasound is that the relative size of the focal volume of the dose
delivered at clinically relevant conditions is far smaller than the gross tumour volume in comparison to
external beam radiotherapy. The precise size and shape of the focal region is determined by a number of
factors, such as the transducer geometry and phasing configuration, depth of treatment, tissue properties,
power, and frequency. Typically, at low Megahertz frequencies for a clinical transducer, ablated regions
may be the size of a grain of rice23,24. Thus, an advantage of therapeutic ultrasound is the potential to
selectively target pathogenic tissue precisely. However, in cases where the target volume under goes large
displacements, such as transcostal applications25 in which maximum displacements are, as reported by
Marquet et al.26 of the order of 10mm.Thus, the ratio between the size of the lesion and the amplitude of
the motion may be large. Therefore, failure to adequately account for motion in treatment delivery may
lead to entire lesions being placed outside of the planned treatment volume.

An additional challenge is to predict the motion of the target for preoperative images. For example,
the motion of the liver can be predicted due to periodic forcing from the diaphragm. However, the exact
motion of the diaphragm, the coupling between the diaphragm and the liver, and the constraints due to
the ribs and skin are difficult to know precisely.

For simple cases, motion management can be performed based on the assumption of incompress-
ibility, in which case organs simply undergo translation in coronal, sagittal and transverse planes, or
more complicated deformable models applied27,28. In such cases complex finite element simulations are
employed to predict organ motion. Naturally, such methods do not capture the full complexity of the sit-
uation. For example in transcostal applications the intercostal spacing changes in time as the ribs move,
or sliding motion of the lungs against the rib cage29,30. Another approach is to compute the deformation
due to external (such as motion or acoustic radiation force) and internal (such as tissue compression or
expansion due to heating) effects and apply this on to the computational domain, then interpolate the
updated field onto the computational grid31.

An associated problem is that it may be time consuming to treat large volumes. Lorton et al. derived
an approach to exploit the motion of the target to increase the volume of a lesion, to reduce treatment
times32. Note that In this case, drift of organ position may lead to targeting errors33. Furthermore, for
treatments at low intensities for long durations, the expression of heat shock proteins34 may inhibit treat-
ment.

6.2.2 Material Properties

Another significant source of uncertainty in treatment planning which can lead to errors in treatment
delivery is what values for the material properties (density, speed of sound, nonlinearity, attenuation
parameters, thermal conductivity and specific heat parameter etc..) are used within the governing equa-
tions.

From pre-operative planning images, typically either CT or MR, tissue types must be identified. For
CT images, in the simplest case, this may be performed by thresholding the images, then mapping from
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Hounsfield units to density, which are then semi-automatically assigned a tissue type with corresponding
acoustic and thermal properties, from the literature, e.g.Duck35. ForMRI, depending on the sequencing,
a similar procedure assigns acoustic and thermal properties based on a look-up table which matches T1,
T2 relaxation times and spin density to tissue type. Aside from thresholding, there are a plethora of more
advanced techniques which perform the segmentation — such as using machine learning, using partial
differential equations, edge detection, Markov-chains etc.9.

A significant challenge is that, in contrast to radiotherapy, ultrasound can significantly interacts with
the propagation medium: through absorption and nonlinearity the medium alters the beam, and the
beam alters themedium. Asmentioned, for computational reasons, this is often neglected, and themate-
rial properties do not change throughout the duration of the exposure. However, the changes in acoustic
properties with temperature is used to monitor treatment delivery. The review article by Lewis et al.36
outlines the main mechanisms for thermometry and dose monitoring and their respective advantages
and disadvantages.

Thus, detailed knowledge of the thermal and acoustic properties of soft tissue are required, as well
as how they change with temperature. Methods to determine the required patient-specific parameters
pre-operatively are, at present, lacking.

Neufeld37, Vaughan and Hynynen38 and Suomi and Cleveland39 all investigated the effect of un-
certainty of material properties on simulation. In the context of transcranial ultrasound, Vaughan and
Hynynen investigated variations in speed of sound andCT data errors, such as skull thickness, and found
that the predicted pressure can vary by a few percent at the focus. Neufeld investigated variations in at-
tenuation, speed of sound and density for linear propagation through water and found that variations
to the speed of sound effected the magnitude and also shape of the focal volume. Recently, using patient
data, Suomi and Cleveland39 found that attenuation, from the perinephric fat around the kidneys24, and
focal splitting due to refraction lead to significant reduction in heat deposition rates.The authors showed
the effect of reflections from soft tissue interfaces was negligible.

While changes in material properties can lead to distortion of the beam, through the thermal lensing
effect5,40, the most pronounced instance of the tissue affecting the beam shape is when cavitation occurs.
The presence of bubbles at a desired location can locally enhance heating rates, potentially reducing
sonication times.However, controlling the location is problematic—as large pre-focal echogenic bubbles
can distort the focal beam shape.

In some applications, such as transcostal therapies, the presence of bone can be avoided through ray-
tracing or more advanced methods25. However, for transcranial applications, propagation through bone
is unavoidable. In such cases, aberration corrections41 are employed to ensure that the acoustic field has
a coherent focus at the intended location.

The presence of bone presents two challenges: firstly, as wave propagation in hard tissue supports
shear waves, which are readily absorbed. Thus, within treatment planning models, equations which
model elastic waves must be coupled to the acoustic wave equations. Secondly, thermometry, especially
MR-thermometry, is a challenge in both fat and bone, so that the validation and verification of thermal
fields remains a challenge42.

A potential challenge for treatment planning in applications inwhich there is a significant impedance
mismatch, such as an air/water interface or soft tissue/bone interface, is the formation of standing waves
due to multiple reflections. Standing waves are formed due to the constructive interference of waves of
similar amplitude propagation in opposite directions. Standing waves formation may lead to localised
heating due to constructive interference, or distort the focus as the reflected soundwaves affect the vibra-
tions of the transducer. The formation of standing waves presents challenge in transcranial applications
in which standing waves can form16 (i) between the transducer and the skull (ii) within the calvaria and
(iii) within the brain. Techniques such as frequency sweeping43, or random phase modulation44 have
been employed to suppress standing wave formation.
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6.2.3 Vasculature

Thermal therapies may be compromised by the presence of large blood vessels, which advect heat away
from the target site45. In a reviewof the safety and efficacy of ablative treatments on the hepatic and biliary
system, Mann et al.46. state that vessels larger than 3 mm in diameter acted as a heat sink. Hynynen et
al.47. state that presence of large vessels complicates treatment as occlusion of vessels will have an effect
on healthy tissue. As mentioned, the acoustic field is independent of temporal effects. Thus, the effects of
the acoustic field on the flow, known as acoustic streaming, are neglected. Kamakura48 investigated the
effect of acoustic streaming in an axisymmetric case in which a vessel ran along the axis of propagation,
and found slight enhancements in means flow due to the acoustic field, but a strong dependence on
nonlinearity. Solovchuk49 investigated clinically relevant vessel configurations, using a linear Westervelt
equation50 andbioheat equations51, for acoustic and thermal fields coupled to a non-linearNavier–Stokes
equations for the flow, which was solved using a finite-element method. The authors found that for large
blood vessel both the convective cooling and acoustic streaming can significantly change the temperature
field and consequent thermal lesioning close to the vessel walls. However, the effect was highly localised.

6.3 Acoustic Equations
Differing applicationsmay require different governing equations, based on the assumptionswhich can be
made. The central question therefore is, given the treatment, what is the appropriate governing equation
and solution method?

One common feature is that the initial propagation from the transducer will be through water at a
single frequency, and that in the near-field, the propagation will be linear. Near the focus the intensities
may be sufficiently great so that the effects of nonlinear wave propagation cannot be neglected.

The governing equations for the simulation of ultrasound wave propagation can be modelled using
the Navier–Stokes equations and an appropriate constitutive equation — i.e. an equation which relates
a pair of the variables, such as the dependence on the density to the speed of sound50,52. This would be
extremely computationally expensive, but would not introduce any approximations into the simulations,
and would yield conservation laws which would aid verification of numerical implementations.

The Westervelt and KZK equations can be derived from the Navier–Stokes equations as follows: the
first approximation is to assume potential flow, v = ∇Φ, where Φ is the potential function. This ap-
proximation assumes that vortices and shear waves are negligible. The second step is to consider small
perturbations of the variables, and assume the acousticMach number is small, so that higher-order terms
can be neglected. The acoustic Mach number is defined as the ratio of the characteristic particle velocity
to the speed of sound in the fluid, i.e. ε = u/c. This step yields so-called weakly nonlinear equations53. If
themedium is homogeneous the Kuznetsov equation54 is derived.Then, discarding thermal effects yields
the second-order wave equation55. Assuming there are no local effects, then the Westervelt equation is
derived56.

If the acoustic field propagates primarily in a single direction, it is reasonable to make the parabolic
approximation. This assumption is valid when there are no scatterers in the path of the beam. The
parabolic approximation asserts that in the appropriately retarded reference frame, i.e. τ = t− z/c, the
wave profile varies slowly in all directions and extremely slowly in the direction of motion. This is en-
forced by introducing a generic small parameter ν, of similar magnitude to the (acoustic) Mach number
ε, and writing Φ as

Φ = Φ
(
τ = t− z

c
, x = x

√
ν, y = y

√
ν, z = νz

)
where ν ≪ 1, (6.1)
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and neglecting terms of the order of ν2 and higher. In the above formulations, the transformation as-
sumes that propagation is in the z direction. Note the change of coordinates is exact; the approximation
is by discarding O

(
ν2
)
and higher terms.

Due to its relative simplicity and limitations on the computational tractability, the KZK equation, and
increasingly the Westervelt equation, are the most commonly used models for simulation of therapeutic
ultrasound fields. This is because the KZK and Westervelt equations are the simplest acoustic models
which capture the three key phenomena of diffraction, nonlinearity and attenuation.

• Diffraction is the spreading of the wave as it propagates from a medium.

• Nonlinearity is the change in the wave form as it propagates through a medium. This is because
the speed of sound varies with the magnitude of the pressure. That is, in compression the wave
speed is greater than in refraction. This can lead to wave-steepening and shock-like waves.

• Total attenuation is the loss of acoustic energy as the wave propagates through tissue due to ab-
sorption and scatter. Attenuation in tissue is known to be dominated by absorption. In the low
megahertz frequency range, the scatter component of attenuation in soft tissue accounts for about
10% to 15% of the total attenuation. The two main mechanisms for absorption, which are depen-
dent on the material, are:

– Thermoviscous heating: this is the primary mechanism for absorption in water. It is due to
a combination of internal friction in a fluid and the heat conduction. The absorption in this
case follows a quadratic dependence on frequency.

– Relaxation processes are the dominant mechanism for absorption of ultrasound in tissue.
Relaxation refers to the time required for a medium to establish equilibrium in a new ther-
modynamic state produced by a change in one or more of the internal degrees of freedom,
i.e. rotational, vibrational or chemical modes. During each compression cycle, there will be
a net transfer of energy from the sound wave to the internal degrees of freedom, attenuating
the amplitude of the wave.

While both types of absorption are frequency dependent, there is a significant difference: viscous
heating follows a quadratic dependency on frequency, whereas the absorption of ultrasound through
relaxation processes follows a power-law dependency. The latter is computationally far costlier to accu-
rately model and influences not only the solution method employed, but also the governing equation57.

Accurate computation of the absorption is important in therapeutic applications as the preferential
absorption of higher harmonic componentsmeans that nonlinearity leads to amore concentrated energy
deposition in a smaller region, thus higher focal temperatures. Other consequences are a narrower focus
and smaller sidelobes, as well as a restricted ability to electronically steer a phased array.

The therapeutic application determines the choice of governing equation and the numerical solu-
tion employed to solve it. However, the numerical solution essentially determines how the power-law
absorption is implemented.

A finite sum of relaxation processes can be easily implemented in finite-difference time-domain
simulations57,58, whereas for pseudo-spectral methods (either forward-marching in space, or k-space
methods which step forward in time) can be handled by assuming a continuous distribution so that the
absorption follows a power-law dependence on frequency59. This power-law dependence can yield an
operator which may be either a fractional Laplacian in the spatial variables60, or a fractional operator in
the time-domain. If a continuous distribution of relaxation processes are assumed in time-domain sim-
ulations, an integral or convolution operator61 can be employed to handle the power-law absorption.

A key difference between the KZK and the Westervelt equations is that the KZK equation is rota-
tionally symmetric — that is the Westervelt equation computes the field in three dimensions whereas
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the KZK equations computes the field in two spatial dimensions. An advantage is that rapid calculations
can bemade for calibration in symmetric transducers exposing through homogeneous layeredmaterials.
However, the simplicity of the KZK comes at the cost as the assumption of rotational symmetry severely
limits the clinical applicability of the KZK equation, for example, the KZK equation cannot adequately
model steered beams from phased arrays.

The paraxial approximation limits the applicability of the model: in theory the KZK equation is valid
only forwave travelling at 16 degrees off the axis of propagation froma focused transducer, i.e. f -numbers
above 1·5. Thus, it is less accurate in the near-field and off-axis. However, while in practice the KZK
equation has been found62 to be in good agreement for f -numbers as low as 1.0. Soneson63 performed
a sensitivity analysis and found that up to 22 degrees the error is 5%.

If the medium in which the sound is propagating is weakly inhomogeneous, then reflections are a
minor effect39 and theKZK equation is sufficient. Inmany applications, especially in the upper abdomen,
intervening bone can cause strong reflection and lead to tissue damage far from the focus. For patient
safety, the strength of the reflected beam must be estimated. This does not exclude the use of the KZK
— a second field can be introduced to describe the reflected beam — but the formulation becomes more
computationally demanding64.

While the use of either the Westervelt or KZK equations is widespread, the implementation of the
numerical method which is used to predict the acoustic, thermal or intended dose field is highly depen-
dent on the application.

For example, for low intensity exposures, nonlinearity can be discarded, whereas for high-intensity
exposures, nonlinearity must be included in treatment planning routines, as mentioned the higher har-
monic components will be preferentially absorbed. As will be described, the inclusion of nonlinearity
presents a significant computational challenge.

Another example is the exposure duration; for long exposure durations it can be assumed that the
exposure is for a continuous wave, whereas for short exposures, this cannot be assumed. The assump-
tion of continuous wave exposures allows for a range of number techniques which can accelerate the
computation, and provide simplifications in the computation of the absorption.

Two aspects which are, at present seldom to acoustic computational models are nucleation of inertial
cavitation and phase changes, such as boiling or emulsion. The presence of large vaporous echo-genic
bubbles, which are associated with boiling, have be used as a monitoring device using B-mode imag-
ing36. However, for high void fractions, i.e. over 5%, the effect of the presence of a cloud of bubbles on
wave propagation, local absorption and heating is numerically challenging65,66. This is because bubble
oscillations and interactions occur on smaller time scales then the frequency of the wave propagation,
increasing computational requirements. Furthermore, the inclusion of bubble oscillations naturally leads
to time-domain computations and the bi-directional coupling of the thermal and acoustic fields.

6.3.1 Shear Waves
In solid tissue such as bone, the wave propagation is no longer purely longitudinal, butmay support shear
waves67. Shear waves can be generated at an oblique interface between solid and fluids. Shear waves are
rapidly absorbed and as such do not propagate far in soft tissue.Thus they provide a highly localised heat
source. Shear wave heating can use for palliative treatments of bone metastases by damaging periosteal
nerves. A pair of parameters, such as Lamé parameters or bulk modulus and shear modulus can be used
to characterise the propagation in solid material.

Poroelastic models, with slow and fast waves may provide more detailed and accurate models of
wave propagation through bone that solid materials. McGarry et al.68 describe the differences between
the two models in the context of MR-elastography. A challenge is that the poroelastic properties of bone
are dependent on bone density which may be patient specific. Poroelastic modelling requires additional
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parameters69 — porosity, hydraulic conductivity and apparent density.

6.3.2 Full Wave Evolution
Full-wave evolution refers to the ability to compute propagation in all directions. Not all simulations are
full-wave because of either the formulation of the governing equations or the numerical implementations
to solve them.

Computations can be significantly accelerated by representing the some portion of the waves by an
orthogonal basis, such as a Fourier series or Chebyshev polynomials. Such methods are referred to as
pseudo-spectral. There are two main types of pseudo-spectral methods:

• Pseudo-spectral time-domain methods, also known as k-space methods. These methods for-
mulate the governing equation in terms of a time-derivative and represent all of the spatial
components of the wave via a Fourier series. For example, the pressure would be written as
p (x, y, z, t) = p̂ (kx, ky, kz, t), where p̂ = F (p) is the spatial Fourier transform of the pressure
and the governing equation would take the form ∂p̂

∂t = f (p̂, k). The time derivative can then be
approximated by finite-differences so that the next time-step can be computed from the previous
time steps.

• Pseudo-spectral spatial marching schemes: those which compute the entire time history in a plane
orthogonal to the direction of propagation and march forwards in space

Hence spatial marching schemes rely on defining the field (pressure and/or velocity) for all times on
a particular plane in space. This initial planar field is stepped forward in space to find the solution on
a series of planes. The initial source plane is usually determined by holography70. A full-wave approach
has the field defined everywhere in space at the initial time, and the field is then evolved forward in time,
with appropriate time-varying boundary conditions at the transducer surface

Propagating in time may be more intuitive and can handle reflections and scatter without too much
overhead, whereas propagating in space provides the advantage of being able to handle dispersion and
propagation across interfaces efficiently71,72. The primary advantage of spatial marching schemes is that
they are efficient for continuous wave exposures as they compute the entire time history of the wave.
However, marching forward in space is only applicable in cases for which reflections are not important,
and when exposure durations are sufficiently long to assume continuous wave exposure. In the case
of continuous wave exposures, forward-marching schemes assume that the material properties do not
change in time. For strongly heterogeneousmedia, Gu and Jing72 derive phase and amplitude corrections
which are exact in the one-dimensional case, as well as computed multiple reflections.

The primary advantage of pseudo-spectral time-domain methods is that they can stably and accu-
rately compute spatial derivatives with a small number of points per wavelength. However, the presence
of discontinuities, such as between soft tissue and bone requires additional computational techniques,
such as Fourier continuation73 or Gegenbauer reconstruction74, to handle discontinuities. Yet for soft
tissues, in which local medium properties show small variations, the method is sufficient to compute
acoustic fields accurately and efficiently. A computational cost is that the visualisation of the evolution
of the acoustic field requires storing the entire state of the acoustic field at each time point.

Pseudo spectral methods requires periodic boundary conditions which are inappropriate for thera-
peutic ultrasound. However, this can be overcome by incorporating Berenger’s perfectly matched layer
formulation. In contrast tomany boundary conditionswhich impose conditions on points on the bound-
ary, the perfectly matched layer formulation imposes a condition on an artificial domain. The material
properties within the domain are chosen so that they fully damp waves which enter into the domain
without causing reflections back into the computational domain75,76. The specific implementation of the
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perfectly matched is dependent on the coordinate frame used. Although more computationally expen-
sive than absorbing or reflecting boundary conditions77, the perfectly match layer is perhaps the mostly
widely used boundary condition as it allows the implementation of pseudo-spectral methods, and pro-
vides physical realistic results without numerical artefacts.

6.4 Thermal Equations

The thermal field is computed using the Pennes Bioheat Transfer Equation51

cvρ
∂T

∂t
= ∇ · (k∇T ) + qa + qs + qc + qm + ωp (T − T∞) , (6.2)

where cv is the specific heat capacity, ρ is the density, k is the thermal conductivity, source terms q are
heat sources due to absorption, shock-enhanced heating, cavitation and metabolic heating respectively,
ωp is the bulk perfusion parameter and T∞ is the ambient temperature. The effect of perfusion appears
as an isotropic, homogeneous cooling term which reaches instantaneous thermal equilibrium.

One deficiency of this model, noted by Pennes, is its assumptions are only true for heat transfer
between blood and tissue in the capillaries. This was found to be inaccurate by Chen and Holmes78
who showed that, in a simplified model, equilibration between blood and tissue occurs primarily in ves-
sels of 0.2 – 0.5 mm diameter, and not in the capillaries (which have a diameter in the micron range).
Nonetheless, the Pennes’ model is straight forward to implement, and produces reasonably good agree-
ment with experimental data in regions without large blood vessels. The primary advantage of Pennes
bioheat equation is that the inclusion of a bulk perfusion term simplifies themodel significantly, allowing
for comparatively rapid simulations to be performed.

All these models are single field. An alternative approach is to consider the evolution of three tem-
peratures fields — tissue, venous and arterial. This approach was explored by Keller and Seiler79 and
several modifications have since been proposed. These are expected to be more accurate, but rely on de-
riving effective medium properties of the blood flow for thermally significant vessels which may not be
visible. However, asymptotic homogenisation techniques can rigorously model vascular structures on a
scale which is smaller than the resolution provided by medical imaging80.

Discrete modelling is possible for thermally significant blood vessels which can be imaged81. This is
important since vessels greater than 1 mm in diameter can significantly affect the thermal dose deliv-
ered during ablative therapies, due to advected heat transfer. This can lead to unwanted tissue-sparing
(increasing the risk of disease recurrence), asymmetric dose and the over-treatment of healthy tissue.
Furthermore, regions with large, thermally significant vessels require a greater ultrasound exposure, in-
volving either higher intensity, or longer treatment times. A reduced model, which includes the effects of
discrete vasculature without computing the effects of advected blood flow is to simply assume through a
combination of low thermal conductivity and high flow rates, the blood does not heat up and so model
vessels as having a fixed temperature. Thus, in this case, like the Pennes’ model, the vessels act as heat
sinks, but the effect is not isotropic82.

6.5 Dose Formulations
The primary measure of dose in therapeutic ultrasound is the cumulative equivalent minutes formula-
tion. It is based on a first-order irreversible Arrhenius-type rate equation83 for protein denaturation. It
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is assumed that a small element of is comprised of tissue which is either alive or dead, and the rate at
which tissue is denatured is proportional to the temperature. This yields an integral for a dimensionless,
time-dependent irreversible damage function, Ω(t),

Ω(t) =

∫ t

0
Ae

Ea
RT (τ) dτ (6.3)

where R is the universal gas constant, Ea is the activation energy and A is a constant of proportionality
which corresponds to the collision frequency. In this case damage refers to denaturation of proteins
within cells84.

There are extensions to the standardArrenhiusmodel, for example byO’Neil et al85 orXu andQian86,
which include multiple states in which tissue may be alive, (reversibly) damaged or (irreversibly) dena-
tured. These more advanced models are often used in thermal-deformation models which relate damage
to tissue expansion and contraction to tissue denaturation87.

A related concept is the cumulative equivalent minutes formulation , which is based on empirical
evidence which suggests that there is a relationship between sets of exposure durations and temperatures
of the form

t1 = t2R
(T1−T2)
0 . (6.4)

The relations states that for a given exposure temperature, T2, and duration, t2, the equivalent exposure
time, t1, at the new exposure temperature, T1, is given by the exponential relationship stated above. The
exponent, empirically derived from the biphasic Arrenhius plot is given by

R0 =


0 for T < 39◦

0.25 for 39◦ ≤ T < 43◦

0.5 for T ≥ 43◦
(6.5)

For time-varying temperatures, the equivalent time is obtained by summing contributions from different
temperature-time combinations:

CEMTref =

∫ t∞

0
R

Tref−T (t)
0 dt. (6.6)

The most widely used formulation for thermal ablation is a CEM43 of 240, which corresponds to raising
the temperature to 43oC for 240minutes.The relationship between theArrenhuis andCEM formulations
is explored by Pierce88.

Thus, from the computed thermal field the dose field computation of the CEM43 integral for a small
unit of tissue is either above the threshold or below. If it is above the threshold the value of the dose field
at this small unit of tissue does not need to be computed at the next step, if it below the dose must be
updated at the next time step.

For small induced temperature rises, an equivalent minutes formulation which corresponds to the
delivery of dose for hyperthermia, rather than ablation, is to heat tissue at 43oC for 90 minutes89.

For exposures associated with extreme intensities62 (i.e. above 20,000 W/cm2), and short exposure
times, the time to achieve a CEM43 of 240 may be of order of microseconds. The mechanism for cellular
damage in such short exposure times is likely to be mechanical damage from boiling23,90. Such short
exposure times may negate the effects of two significant sources of uncertainty in treatment delivery in
perfusion and tissue motion as they occur over longer time scales. However, these high intensities may
lead to difficulties in predicting lesion formation due to the random nature of cavitation distorting the
shape of the focus.
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6.6 Linear models for ultrasound wave propagation in tissue

6.6.1 Ray Tracing

Perhaps the simplest approach to simulation is to neglect diffraction and nonlinearity and consider ray-
tracing, i.e. geometrical acoustics. Ray-tracing is accurate in the high-frequency limit, which is when
the width of the sound beam is much larger than the wavelength. Ray-tracing algorithms are fast, easy
to parallelise and can handle inhomogeneous and discontinuous media. Such methods provide a useful
measure of transmission losses due to reflection, as well as the influence of shift of the focus due to
refraction due to differences in sound speed between differing media, such as water/skin interface91.
However, the precise field in the focal region is difficult to determine. As such they may provide a useful
first approximation to iterative nonlinear solvers. Furthermore, ray-tracing is a useful approach when
considering focusing of phased-arrays beyond targets, such as the ribs, in which certain elements of a
phased array are directly incident on the ribs. Alaniz et al.92 used ray tracing to calculate thermal lensing
in HIFU, i.e. defocusing of the focal region due to heating.

6.6.2 Rayleigh–Sommerfeld Method

The Rayleigh–Sommerfeld method is a time domain method which, although derived under a number
of restrictive assumptions regarding the domain, allows for the modelling of a number of transducer
geometries. The model is formed under two assumptions: firstly, that the acoustic field is generated by
piezoelectric elements which are planar and within an infinite baffle and secondly that the waves prop-
agate linearly through an infinite, homogeneous domain. Using these assumptions, a Green’s function
formulation is employed.

Typically quadrature methods are employed to characterise the source, so that, each element of the
phased array is discretised into a finite number of small point sources. The computation of the acoustic
field at a given point is then comprised of the sum of the contributions from each point source.

To over-come some of the limitations of the Rayleigh–Sommerfeld method a number of modifica-
tions have been implemented. For example, it is not possible to compute the acoustic field at the source
points as the Green’s function is singular, consequently the computation of the near-field is problem-
atic — especially at higher frequencies. To over-come this limitation, fast nearfield methods have been
developed for simple transducer geometries. This method replaces the double integral in the Rayleigh–
Sommerfeld method with a rapidly converging single integral93.

Although the applicability of themodel is limited by the restrictions imposed by the use of theGreen’s
function, the Rayleigh–Sommerfeld method is simple to implement, parallelisable and can handle com-
plex transducer geometries and temporal variations in field strength. The Rayleigh-Sommerfeld method
is therefore widely used and can give reasonable agreement with measurements at low pressures.

6.6.3 Angular-Spectrum Methods

The angular spectrum method is a frequency-domain method which, from a source-plane, usually per-
pendicular to the direction of propagation, containing the phase and amplitude of the field, propagates
the plane forward (or backwards) in space in the direction of propagation94. The source information can
be acquired experimentally, or computed numerically, i.e. using the Rayleigh–Sommerfeld method. The
angular spectrum method naturally handles dispersion and attenuation, and is commonly employed to
model the diffraction operator in nonlinear simulations which used operator splitting95. The method is
relatively straight-forward to implement and is computationally efficient, so that large domains can be
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modelled. However, it implicitly assumes a direction of propagation whichmay not be the case for hemi-
spherical devices used in transcranial applications. It has been extended to inhomogeneous media96 for
materials which are weakly inhomogeneous, i.e. through computational domains which do not contain
any significant discontinuities in acoustic impedance.

6.6.4 Finite-Difference Time-Domain Methods

Finite-difference time-domain methods are relatively straight forward to implement and have even been
used to simulate large scale models using graphic processing units97 (GPUs). In order to approximate
spatial derivatives, simple first-order accurate differencing schemes typically only require a few terms
to be stored in memory. However, finite-difference methods require high spatial resolution, typically 10
points per wave length98. This becomes computationally expensive when nonlinear wave propagation
needs to be included. Due to the preferential absorption of high-frequency components of a nonlinear
wave, it is likely that a linear simulation, or not computing all harmonic components, may underestimate
the thermal field. Soneson and Myers99 calculated thresholds at which nonlinearity became significant
using the KZK equation.

6.6.5 Boundary Integral Equations

Boundary element methods exploit the fact that the linear wave equation has a Green’s function which,
in some cases, can be used to derive a solution over a given surface rather than a volume. That is, from
a given incident field, the total acoustic field from the incident and scattered fields can be easily post-
processed from the field which has been computed on the surface of the scatterer. This is naturally per-
formed in the frequency domain, so that the governing equation is actually the Helmholtz rather than
the linear wave equation. This has been performed, and incorporated into a constrained optimisation
scheme to perform treatment planning in the case of transcostal surgery for a phased array25. In this
case the phase and magnitude of each element of a phased array was determined so that spatial-peak
intensity was maximised at the intended focus, while the energy deposited on the ribs was minimised
using a nonlinear least-squares method. The formulation assumes a homogeneous media, but it is pos-
sible to couple boundary element and finite element models, to account for tissue inhomogeneity and
thermal fields. However, by solving the Helmholtz equation, it is assumed that there is continuous wave
exposure, so that pulsed or short tone-bursts cannot be modelled.

Although the boundary element method solves a linear system of equations, Groth et al100 coupled
a system of harmonic equations within a series of nested domains to solve for a nonlinear acoustic field.
A cascade of Helmholtz equations can be solved successively at each harmonic of the fundamental fre-
quency with source terms which are products of lower harmonics.

6.6.6 Machine Learning Methods

An approach is to develop a neural network which is trained to approximate the solution of the acoustic
field given by a propagation equation101. Within the context of therapeutic ultrasound, such physics-
informed neural networks have been used tomodel the linear, continuous-wave two-dimensional acous-
tic fields which propagate through a skull model102, but are not necessarily limited to linear propagation.
An advantage of such an approach is that the model can be trained to approximate the acoustic field
based on a large set of training data, and then applied to patient data to rapidly predict the acoustic field
without computing the full acoustic field.
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FIGURE 6.3 Acoustic pressure magnitude incident on ribs and at focus using boundary element
formulation and constrained optimisation.25

6.6.7 Nonlinear models for ultrasound wave propagation in soft tissue
When the peak pressures of the wave is large, energy will be transferred from the fundamental to higher
harmonics. As has been described previously, the absorption of ultrasound is frequency-dependent, so
that the higher frequency components will be preferentially absorbed by the medium, leading to higher
temperatures. As with linear simulations, the contribution to the thermal field from absorption uses the
plane wave assumption, but is given by the sum of the N -harmonics computed

qa = 2

N∑
i

αip
2
i

cρ
. (6.7)

A difficulty for the computation of nonlinear wave propagation is how to determine the number of har-
monics to compute a priori in three-dimensional simulations for efficient memory allocation (or equiva-
lently, the spatial resolution required). One approach is, if possible, to average the initial source condition
around the axial direction, so that it is rotationally symmetric and use the KZK equation, which is far
more computationally tractable, to provide an estimate for the number of harmonics required in three-
dimensional simulations. However, this approach assumes layered media, so may not be applicable in
highly complex media.

Neglecting dissipative terms, and considering an integral form of the energy conservation equation
around the shock front yields52

qs =
β

6ρ2c2
(∆P )3 , (6.8)

where the shock-height of the pressure wave is denoted by ∆P . Note that the contribution to heating
from shock-enhanced heating is independent of the attenuation of the medium. For a discussion of this
see Pearce52.

Shock-enhanced heating can play a significant role in thermal therapies, such as boiling histotripsy62,
as it proportional to the cube of the pressure, rather than the square62,103. Note that as tissue is a heavily
attenuatingmedium, the shocks have a finite rise-time, rather than an infinite rise-time and discontinuity
in pressure. This scenario is less computationally demanding, as the shock can be defined over a few grid
points, relaxing restrictions on the spatial resolution.
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A key difference between shock-enhanced heating and heating due to nonlinearity is that the shock-
enhanced heating is a highly localised effect, whereas the absorption of nonlinear ultrasound, although
may only be significant in the vicinity of the focus, is, strictly speaking, global effect. That is one must
determine whether a shock-like wave has formed or not in order to compute any thermal contributions
from shock-enhanced heating.Thedefining feature is that above a threshold initial pressure, the rise-time
is independent of the driving voltage.

There are two approaches to computing shock-like waves in therapeutic ultrasound: the first is to
employ operator-splitting104 and handle the nonlinearity operator using a high-resolution shock cap-
turing scheme71,105, the second is to compute both the pressure and velocity fields, and formulate the
governing equations as a hyperbolic equation by retaining the second-order Lagrangian density106

∂ρ

∂t
+ ∇ · (ρu) = 0 (6.9a)

∂ (ρu)
∂t

+∇ ·
(
ρ0u× u+ I

(
c20ρ+

c20
ρ0

(β − 1) (ρ− ρ0)
2

))
= ρ0∇2u (6.9b)

An advantage of the first approach is that the number of variables required does not change from
standard models, nor are any additional material properties required. Another advantage is that by re-
taining the structure of the Westervelt equation, computationally efficient forward propagation meth-
ods can be used for attenuation and diffraction. However, a disadvantage is that the use of operator-
splitting techniques may reduce the overall spatial accuracy of the scheme unless techniques such as
Strang-splitting104,107 are employed.

Shock capturing methods usually exploit the hyperbolic structure of the governing equation. The
benefit of this is that many modern high-resolution shock-capturing schemes exploit the conservation
laws inherent in the hyperbolic formulation. Such approaches use upwind-type differencing schemes,
which perform differencing based on local wave speeds, to discretise the equations with the high spatial
resolution required for steep gradients associated with shock-like waves. Another advantage is that the
computation of the absorption term no longer relies on the quasi-plane wave assumption which may
break down at interfaces in which there is a significant change in impedance. Also, through the inclusion
of the second-order Lagrangian density term, the governing equation can be considered in a sense more
general than theWestervelt equation, with the ability tomodel the interaction between waves of differing
frequency. However, although there some uses of parametric arrays in therapeutic ultrasound108, it is not
widespread.

One caveat is that many of therapeutic applications which exploit shock-enhanced heating do so
in order to harness the mechanical damage caused by clouds of inertially collapsing bubbles. At present,
there are no establishedmeasures of dose to describe fractionation cause by bubble clouds. Care is needed
in modelling the interaction between the bubble cloud and the acoustic field, as the shockwave scatterer
and reflection can lead to prefocal constructive interference which can initiate nucleation66

6.7 Summary
This chapter discusses the range of factors which influence the selection of numerical scheme for acoustic
wave simulations.The table summarises the factors which influences the selection of a numerical scheme
for acoustic simulation.

There are three key factors to consider for modelling:
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TABLE 6.1
Summary of the factors which influence choice of numerical schemes

Duration Motion Management Intensity Domain
Histotripsy Short: time-domain

simulation
Exposure durations may
be sufficiently short to
assume during exposure
target is essentially
stationary.

High: nonlinear,
shock-capturing
methods required.

Acoustic wave

Thermal Ab-
lation

Long: continuous-wave
simulations

This is target specific,
but a judgement on
whether motion
management is
employed must be made.

Moderate: computation
of higher harmonics
required

Acoustic wave

Transcranial Moderate: however
geometry and
techniques to suppress
standing waves may
restrict assumption of
frequency-domain
methods which assume
continuous wave
exposures

No, target may not move
a significant amount.

Moderate: however,
significant proportion of
energy is lost through
transmission through
the skull. Also
transducer design
distributes energy over a
large area.

Acoustic-elastic
wave

Bone Metas-
tases

Long: continuous-wave
simulations

Many targets may be
considered stationary,
however, transcostal
applications would
require a motion
management strategy.

Moderate: computation
of higher harmonics
required

Acoustic-elastic
wave

Hyperthermia Long: continuous wave
simulations

Yes, likely targets will
move either due to
respiration or drift

Low, linear acoustic
simulations may be
sufficient

Acoustic wave

• The degree of spatial and temporal inhomogeneity in themedium and the source.This determines
whether approximations, such as the paraxial approximation, can be made to reduce the compu-
tational complexity of the simulations.

• The intensity of the source. This determines whether nonlinear propagation needs to be modelled,
or whether linear models suffice.

• The duration of the exposure time: which determines whether continuous wave exposures, mod-
elled in the frequency-domain, or finite-duration exposures, modelled in the time-domain. A con-
founding factor is that these features can not be considered in isolation. Consider, for example, the
case in which short-pulsed, high-intensities are applied through soft tissue.The first feature means
that simulations must be performed in the time domain, the second means that nonlinearity must
be considered. Thus, these two features combined require that power-law frequency-dependent
attenuation must be handled in the time domain. As mentioned, this can be applied through a
fractional Laplacian operator60 or using a distribution of relaxation processes57.

Another case is that in which the target may move over the duration of a long hyperthermia treat-
ment. The second factor suggests linear continuous wave methods can be employed, however, the first
factormeans that solutions should potentially be computed in the time domain.Thus, some analysismust
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be preformed to assess the times at which the continuous -wave acoustic field is recomputed to model
the change in the position of the target and how this changes the propagation path and consequently the
acoustic field. This is both patient and exposure specific.

Table 6.1 outlines which clinical procedures have which features and the potential numerical ap-
proaches.

The advantage of frequency-domain simulation methods are that power-law absorption can easily
be modelled, although pseudo-spectral time-stepping schemes can handle power-law absorption. Note
that if intensity levels are low, nonlinear propagation may be neglected, so frequency-dependence of
absorption can also be neglected. However, a limitation of many pseudo-spectral schemes (specifically
those which use Fourier basis functions) is that a combination of irregular interfaces and discontinuities
in density, such as between soft and hard tissues, poses a numerical challenge.
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