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1 Taylor Series

Chapter abstract: This chapter is a foundational concept numerical methods. The Taylor series and the
remainder theorem allow estimates of errors, as well as estimates of derivatives which shall be used in
the solution of numerical solutions to differential equations.

The Taylor series, or the Taylor expansion of a function, is defined as

Definition 1: Taylor Series

For a function 𝑓 ∶ R↦ R which is infinitely differentiable at a point 𝑐, the Taylor
series of 𝑓(𝑐) is given by

∞
∑
𝑘=0

𝑓 (𝑘) (𝑐)
𝑘!

(𝑥−𝑐)𝑘

where 𝑓 (𝑘) = d𝑘𝑓
d𝑥𝑘 is the 𝑘th

derivative.

This is a power series, which is convergent for some radius.

Theorem 1: Taylor’s Theorem

For a function 𝑓 ∈ 𝐶𝑛+1 ([𝑎,𝑏]), i.e. 𝑓 is (𝑛+1)-times continuously differentiable
in the interval [𝑎,𝑏], then for some 𝑐 in the interval, the function can be written
as

𝑓(𝑥) =
𝑛

∑
𝑘=0

𝑓 (𝑘) (𝑐)
𝑘!

(𝑥−𝑐)𝑘 + 𝑓 (𝑛+1) (𝜉)
(𝑛+1)!

(𝑥−𝑐)𝑛+1

for some value 𝜉 ∈ [𝑎,𝑏] where

lim
𝜉→𝑐

𝑓 (𝑛+1) (𝜉)
(𝑛+1)!

(𝑥−𝑐)𝑛+1 = 0.

Example 1.

With 𝑓(𝑥) = sin(𝑥) around 𝑐 = 0. Thus, as 𝑓 ′ = cos(𝑥), it can be shown that

sin(𝑥) ≈ 𝑥− 𝑥3

3!
+ 𝑥5

5!
− 𝑥7

7!
…

Note that in this example, only odd powers of 𝑥 contribute to the expansion.
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2 Errors

Chapter abstract: This chapter is a foundational concept numerical methods. The Taylor series and the
remainder theorem allow estimates of errors, as well as estimates of derivatives which shall be used in
the solution of numerical solutions to differential equations.

2.1 ERRORS

Definition 2: Absolute and Relative Errors

Let ̃𝑎 be an approximation to 𝑎, then the absolute error is given by

| ̃𝑎−𝑎| .

If |𝑎| ≠ 0, the relative errormay be given by

∣ ̃𝑎−𝑎
𝑎

∣ .

The error bound is the magnitude of the admissible error.

Theorem 2:

For both addition and subtraction the bounds for the absolute errors are added.

In division and multiplication the bounds for the relative errors are added.

Definition 3: Linear Sensitivity to Uncertainties

If 𝑦(𝑥) is a smooth function, i.e. is differentiable, then |𝑦′| can be interpreted
as the linear sensitivity of 𝑦(𝑥) to uncertainties in 𝑥.
For functions of several variables, i.e. 𝑓 ∶ R𝑛 → R, then

|Δ𝑦| ≤
𝑛

∑
𝑖=1

∣ 𝜕𝑦
𝜕𝑥𝑖

∣ |Δ𝑥𝑖|

where |Δ𝑥𝑖| = | ̃𝑥𝑖 −𝑥𝑖| for an approximation ̃𝑥𝑖.
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8 CHAPTER 2. ERRORS

2.2 NUMBER REPRESENTATIONS

Definition 4: Base Representation

Every number 𝑥 ∈ N0 can be written as a unique expansion with respect to

base 𝑏 ∈N\{1} as

(𝑥)𝑏 = 𝑎0𝑏0 +𝑎1𝑏1 +…+𝑎𝑛𝑏𝑛 =
𝑛

∑
𝑖=0

𝑎𝑖𝑏𝑖.

A number can be written in a nested form:

(𝑥)𝑏 = 𝑎0𝑏0 +𝑎1𝑏1 +…𝑎𝑛𝑏𝑛

= 𝑎0 +𝑏(𝑎1 +𝑏(𝑎2 +𝑏(𝑎3 +…+𝑏𝑎𝑛) …)

with 𝑎𝑖 <N0 and 𝑎𝑖 < 𝑏, i.e. 𝑎𝑖 ∈ {0,…,𝑏 −1}.

For a real number, 𝑥 ∈ R, write

𝑥 =
𝑛

∑
𝑖=0

𝑎𝑖𝑏𝑖 +
∞

∑
𝑖=1

𝛼𝑖𝑏−𝑖

= 𝑎𝑛 …𝑎0 ⋅ 𝛼1𝛼2 …

There are two issues: finding 𝑛 maybe difficult and for large values of 𝑏𝑖
division

maybe computationally costly. Horner’s algorithm seeks to overcome these issues.

Definition 5: Normalized Floating Point Representations

Normalized floating point representations with respect to some base 𝑏, store a
number 𝑥 as

𝑥 = 0 ⋅𝑎1 …𝑎𝑘 ×𝑏𝑛

where the 𝑎𝑖 ∈ {0,1,…𝑏 − 1} are called the digits, 𝑘 is the precision and 𝑛 is

the exponent. The set 𝑎1,…,𝑎𝑘 is called themantissa. Impose that 𝑎1 ≠ 0, it
makes the representation unique.

Theorem 3: This

Let 𝑥 and 𝑦 be two normalized floating point numbers with 𝑥 > 𝑦 > 0 and base
𝑏 = 2. If there exists integers 𝑝 and 𝑞 ∈N0 such that

2−𝑝 ≤ 1− 𝑦
𝑥

≤ 2−𝑞

then, at most 𝑝 and at least 𝑞 significant bits (i.e. significant figures written in
base 2) are lost during subtraction.
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